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1
DISTIRIBUTED INTELLIGENCE
WAVELENGTH DIVISION MULTIPLEXED
NEIWORK
FIELD OF THE INVENTION
The present Invenhion Is directed lo zn optical network
management system 1 which each network element stores

identification and status information related 10 each of the
other elements in the network

Optical communicalion sysiems are a substantial and fast 0

growing conslitzent of communication networks The
expression “optical communication system,  as used herein,
relates to any system which uses optical signals to convey
information across an optical waveguiding medinm, for
examplke, an optical fiber. Such optical systems include but
are not Himited 1o lelecommunication systems, cable televi-
sion systems, and local area networks {EANs) (Optical
systems are descnbed in Gowar, Ed. Optical Communica-
tion Systems, {Prentice Hall, New York) ¢ 1993, the disclo-
sure of which is incorporated herein by reference )}

Currenily, the majority of optical commanication systems
are configured to carry an optical chanpel of 2 single
wavelenglh over one of more opiical waveguides To convey
information from multiple sources, iime-divisien muitiplex-
ing (TDM) 1= frequently employed. In TDM. a particular
time slot 15 assigned to each signal source with the complete
signal construcied from portions of the signal collected from
each time slot. While this s a useful lechmque for carrying
plural information sources on a single channel, its capacity
is Hmited by fiber dispersion and the need to generate high
peak power pulses.

While the need for commumication services increases, the
current capacily of existing waveguiding media is Hmited
Although capacity may be expanded (e g., by laying more
fiber optic cables), the cost of such expansion is prohibitive
Consequently, there exists a need for a cost-effective way to
ncrease the capacity of existing optical waveguides

Wavelength division muliiplexing (WDM) is being
explered as an approach for increasiag the capacily of
existing fiber optic networks. WDM systems iypically
include a plurality of tramsipitiers, each respectively traps-
mitling signals on a designaled channel or wavelength. The
transisilters are typically housed in a first terminal located at
one end of a fiber The first ferminal combines the channels
and fransmits them on the fiber to a second terminal coupled
to an opposite end of the fiber. The channcls are then
separated and sapplied to respective receivers withun the
second terminal

The WDM system described in the previous paragraph
can be perceived as a poini-to-poin! connection with mul-
tiple signals carried from one terminal to the other However,
it is frecuently advantageous to add and drop channels at
various locations between the two terminals. Accordingly,
other network elersents, such as add/drop modules are often
provided along the fiber in order to tnject andfor remove
changels from the fiber Moreover, if 1he fiber extends over
tong distances, it is necessary 1o segment the fiber into
sections with each fiber section being coupled 1o another by
ap additional network element that amplifies the sigral(e g,
an erbium doped fiber amplifier).

To imsure proper operatioer of the WDM syslem, ¢ach
network element must be constantly monitored In the event
of a faihire, such as 2 fiber break, the communication system
must mainlain its abilify to monitor each network element
Moreover, for the communication system to automatically
respond 1o a faull, it is necessary for each petwork element
to identify itself and report information about its operating
stalus.

—
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2
SUMMARY OF THE INVENTIGN

Consistent with the present invention. a network commu-
nicalion system 18 provided, comprising an optical commu-
nication path and a plurahty of network elements disposed
ajong the optical coromunicaiion path The cptical commu-
nication path carries a plorality of first optical signals at
respective first wavelengths, and second optical signals at a
second wavelengii. The second optical signals inchede iden-
tification and slatus information of each of the plurality of
network elements

Fach of the plrality of network elements includes a
trapsmission module coupled to the oplical commurcation
path. The transmission module is configured to iransmit and
receive the second optical signals at the second wavelength
The transimission module comprises a photodelector con-
verling the second opiical sigrals 1o electrical signals, and a
processor coupled to receive the elecirical signals generated
by the transmission mwodule 1 response 10 the second optical
signals. The processor comprises a memory for storing the
identification and status information of each of the pluralily
of network elements

BRIEF DESCRIPTION OF THE DRAWINGS

Advantages of the present invention will be apparent {rom
the following delailed description of the presemly preferred
embodiments thereof, which description should be consid-
cred in copjunction with the accompanying drawings in
which:

FIG 1 is a schematic diagram of a fiber optic communi-
cation system in accordance with the presem invenlion;

FIG 2 is a schematic diagram of a fiber optic span in
accordance with the present invention;

FIG 3is aschematic diagram of a service channel modem
in accordance with the present invention;

FIGS. 4-7 illustrate routing lables associated with respec-
tive aetwork elements of the fiber optic span shown in [1G
2 when no fiber break 1s present; and

FI1GS. 8-11 ilusirate the routing tables associated with
respective network elements of the fiber eplic span showo m
FIG 2 after a fiber break has occurred ’

DETAILED DESCRIPTION

Fhe present invention is direcied toward a disiributed
intelligence fiber-oplic communication network 1 which
node cogntrol processors (NCPs) associated with each net-
work elemen! periodically transmmt identification and status
information to the other NCPs i 1he network Various faults
in the network can thus be readily identified, and appropriate
1asks for modifying the network in response lo the fauh
(such as rerouting around a defective network element) can
be carried cut Further, information continues to be distrib-
uted ameng the NCPs even if a break occurs in a segment of
fiber in the network.

Tuming o the drawings in which hike reference characters
indicale the same or similar elements in each of the several
views, FIG 1 illustrates a WDM communication systemn 108
in accordance wilh a feature of the present invention As
seen in FIG. 1, a plurality of optical communmication signals,
e g, SONET formalted signals, are supplied by a local
network (not shown) 1o 2n interface upit 18- The signals are
nex! fed 10 a terminal 20, which assigns each SONET optical
signal 1o a corresponding one of a plurality of wavelengths
or channels The wavelengths are combined using a
multiplexer, as is commonly understood im the art, and
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supplied to fiber 21 for transmission te terminal 30. As
discussed in greater detail below, channels can be added or
dropped along 2 portion of the nelwork between lerminals
26 and 30, olherwise known as a “span 15

Terminal 30 transmits at least one of the channels 10 a
second span 16 consisting of lerminals 35 and 40 and
netwoik elernents provided therebetween via SONET equip-
ment 31 for example, which serves to funiher regenerate the
optical signals Terminal 40 includes a demultiplexer and a
plurality of receivers (not shown). The demultiplexer sepa-
rates the individval chznnels and supplies them to respeclive
receivers. The receivers, io tumm, reconsiruct the SONET
optical signals or signals having another protocol for trans-
mission to interface unit 55 10 a local network (not showmn)
Terminals 35 and 40 are also coupled to monitoring equip-
ment 75 and 76 via Ethernet connections 93 and 94, IP router
84, internet 78, IP routers 81 and 82 and LAN 77

Alhthough two spans, 15 and 16, are shown in F1G 1,
communication system 100 can include any wumber of
spans Typically, however, the end terminals of a span are
spaced by a dislance of approximaiely 500 km Accordingly,
for trapsemssion between WM equipment more than 500
ki apart, more than one span is typically used

In addition to the infermation beaning channels described
above, a service channel at a wavelength different than the
information beanng channels and carrying diagnostic and
span topology ipformation can also be transmitted through
each span lnformation associated with span 15 is coupled
via Ethernet connections 91 and 92, respectively to internet

protocol (IP) ronter 85. This IProuter passes the information

{described in greater detail below) via internet 78 to addi-
tional 1P routers 81 and 82 Local area network (LAN) 77
wransmits the information from IP routers 81 and 82 to
network monitoring equipment 75 and 76, respectively
Fimally, information associated with span 16 is similarly
passed 1o network monitering equipment through Ethernet
links 93 and 94 apd IP rouier 84

F1G. 2 iHusirates an exemplary span 15 1o greater detail
As discussed above, span 15 includes end terminal 29, as
well as a plurality of other network elements, 2s required
These metwork elements can include regenerative devices,
such as an erbium doped fiber amplifier 44, and optical
add/drop module 42 As noled above, amplifier 44 amplifies
signals input thereto, while add/drop medule 42 exiracts/
inserts one of more chanpels from the optical communica-
tion path

As further shown in F1G . 2, fibers 65, 67 and 69 carry data
commupication chanpels in 20 “east” direction, while fibers
66, 68 and 70 carry data comimupication chaopels in a
“west” direction. Typically, these fibers also carry the ser-
vice chaonel at a wavelength that is different than those
associated with the data communication channels.

Each network element has an NCP, such as a 68040/060
general purpose microprocessor commercially available
from Motorola, and transmission module or service channel
modemn (SCM), through which the NCP transmits and
recelves ieformation As shown in FIG 3, service channel
modem 26 and its connections to fibers 66 and 68 is shown
in grealer detail. As seen in FIG. 3, service chanuel modem
26 inclades a photodetector 310 sensing incoming light at
ihe service channel wavelength on fiber 68. Photedetector
310 outputs electrical signals In respense to the ipcoming
light to serializer 315, which waveshapes the electncal
signals and supplies them to processor 328, such as a 68360
microprocessor commercially available from Motorola. In
response 1o these elecirical signals, processor 320 supplies

]
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an ouiput through buffer 322 10 node control processor 28
and or 1o laser driver circwii 324, which drives laser 326 ¢
output corresponding optical signals on fiber 66 Processor
326 also receives status and identification information, as
described above, and passes this informaton to laser dover
324 50 1hat lascr 326 outputs corresponding optical signals
te fiber 66 An additioral SCM (not shown) s coupled lo
fibers 65 and 67 1n a simtlar fashion

Generably, the NCP monitors, stores and transmits status
and idemtification of 1ts network element via the SCM to
cther network elements in the span The NCP also moniiors
the status and 1dentificatior information of the other network
elements in the span received through the SCM. Identifica-
top information can inclede, for example, the network
address, and the physical location of the network element.

For each communication chanmel, a network element can
include one or more “sources,” “sinks,” apd “blocks” A
source is a poiat of channel origination, such as a Jaser, and
is usually provided in a terminal. A sink is a point of channel
termination where the channel is deiected and associated
information is passed beyond the span. Sinks are also
provided in a lerminal A block, on the other hand, 1s a point
of lermination of at least one channel, usually without any
further detection. Optical add/drop modules typically
include sources, sinks and blocks

Sipks and blocks penerally include ip-fiber Bragg
gratings, which selectively refiect optical signals al a par-
ticular wavelength, while transmitling those at otber wave-
lenglhs In-fiber Bragg gratings genesally conslitute a peti-
odic variation in refractive index over a section of fiber.
{Bragg gratings are described in Morey et al , Photoinduced
Bragg Gratings in Oprical Fibers, Optics & Photonics
News, February 1994, pp 9-14, and A M. Vengsarkar et al,
Long-Period Fiber Gratings As Band-Rejection Filters,
Journal of Lightwave Technology, vol. 14, no. Jan 1, 1996,
pp. 58-65, the disclosures of which are ipcorporated herein
by reference ) The periedic variation in refraclive index can
take 1he form of a series of “peaks” and ‘vaileys,” whereby
the distance or period betwsen 1wo adjacent refractive index
peaks defines, in part, the wavelength to be reflected by the
Bragg grating

¥he NCP also stores and transmits the operating status of
the network . The stars of the element is either, operational,
degraded or failed. if the element is degraded, it is shil
operational but may be relying on an auxilrary or rednndant
cosoponent because the main component has failed

Io network elements containing sources, the NCP peni-
odically monitors and stores the status of the temperaiure,
current, and power of the Jaser associated with each chapnel
At sinks and blocks, however, variations in the ternperatare
of the grating can cause the grating to expand or contradi,
resulling in deviations io the period of the grating In such
instances, the grating may trapsmit the channel to be
reflected, and, conversely, reflect the channels to be trans-
mitted. Thus, the NCP monitors the temperature of the
grating(s} in network elements, inchiding sources and sinks

As noted above, the NCPs moniler the status of 1he
sources, sinks, and blocks for each channel in a network
clement. The slatus, along with idertification information,
inchiding the network address, is supplied to respective
SCMs for transmission te ether NCPs in the span, as well as
monitoring equipment 75 and 76

To distribute the identification and s!ates information,
routing data (i ¢, data required to direct the identification
and status information to the NCPs), must also be distrabuted
among the NCPs of the span. Typically, routing information
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is distributed through two protocols. The first 1s typically a
routing information protocol (RIP) utilized by the NCPs, 1o
gather apd distribuie the identification and states informe-
tion concerning their respective network element, and store
such information about other network elements in the spap
The second is generally a media access control (MAC)
protocol used by the SCMs which act, in part, as conduits for
transmitting the stalus and identification information among
the NCPs aloog the span

Distabution of information within the NCPs will first be
described with reference 1o FIGS 2 and 4-11. Eack NCP
inchides R1P software {as described for example in Comer,
“Intenetworking With TCPAP”, pp 109-121, incorporaied
herein by e ference) that disiributes or routes information to
2 desired address in accordance with a routing table Such
tables list each destination or network element address and
a comesponding gateway or address of an intermediate
processor for transferring the information to the destination
The RIP software can also be modified to have a high
nomber of “hops” (i.e, to have a large number of network
elernenis separating two network elements} while maiglain-
ing communication between those iwo pelwork elements
Additionzally, the software can be modificd to distinguish
NCPs in a span from other computers conpled to internet 78

Exemplary routing tables associated with NCPs 24, 28,314
znd 38 are shown in FIGS. 4-7, respectively. In this
example . NCPs 24, 28, 34 and 38 form a “subnetwork™,
which can be addressed usipg a common subnetwerk
address SO through Ethemel connections 91 or 93. Fhe
networtk address of NCPs includes the sabnetwork address
and a host address specific 1o cach NCP. Here, the specific
host addresses for NCP 24, 28, 34 and 38, are $24, S 28,
$34 and S38, respectively. Moreover, in this example,
Ethernet conrection 91 connects 1o interface address R24 of
NCP 24, and Eihernel conpection 93 connects to address
R38, which is coupled to router 85. Addresses K24 and R38
preferably have different subnetwork addresses

Generzlly, subnetwork addressing is used in transmiiting
data from ore NCP to another {assuming no fiber breaks are
present in the span,} That is, the transmitted data, along with
the subnetwork and host addresses, is made available to the
SCMs coupled 1o respective NCPs having the subnetwork
address 8.0, i.e., each NCP in span 15 The “destination,”
therefore, of 1he transmitted data is subnetwork address S 0
The data and addressing information, which is embedded in
a media access control (MAC) protocol address, are propa-
gated throngh the SCMs. At each SCM, a delermination is
made as to whether the attached MAC address matches the
MAC address of the NCP coupled to that SCM. If the
addresses match, the data, and MAC addresses are trans-
mitied by the SCM to its respective NCP. The NCP, in turn,
extracis the subnetwork and host address from the received
MAC address and performs appropriate processing By
using subnetwork addressing, 1he amount of routing infor-
mation stored in routing iables at each NCP is reduced.

For example, in the event NCP 24 sends information 1o
MNCP 38 via fibers 65, 67 and 69, for ¢xample, the informa-
tion is sent via the service channel through post 24a of NCP
24 to porl 38u of NCP 38 Routing software in NCP 24
recognizes that port 382 has sabnetwork address 5.0 and
host avlivss S38 As seen in ronting table 400 of FIG 4,
therefore, the destination in this case is the subnetwork
address, 8.0, ard the gateway o this destination is S 24, the
address of port 24a of NCP 24

Next, NCP 24 assembles a packet of data that includes: a
header; the subnetwork and host addresses of NCP 24
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(¢mbedded in 2 source MAC address), the subnetwork and
host addresses of NCP 38 (embedded in a destination MAC
address), and lhe information intended for NCP 38
(hereinafter “NCP 24 data™) The packet is then supplied fo
SCM 22 and transmitied vis fiber 66 at the service chanpel
wavelengli to SCM 26

Upon receipt of the packet, SCM 26 compares the desli-
nation MAC address with the MAC address associated with
NCP 28, Since the two MAC addresses do not match
beeause the NCP 24 data is not intended for NCP 28, SCM
26 passes the packet to SCM 32 via fiber 68. Since the NCP
24 data Is also eot inlended for NCP 34, SCM 32, in {fum,
passes the packet 10 SCM 36

A processor in SCM 36 determines that the destination
MAC address matches the MAC address associated with
NCP 38 NCP 24 data is then forwarded from SCM 36 to
NCP 38 via port 38a NCP 38, in turp, extracts the subnet-
work and host addresses from the received source and
destination MAC addresses and appropriately processes the
received NCP 24 data

On 1he other hand, if data were 1o be sent from internet 78
(see FIG. 1} to NCP 28, for example, 2 subnetwork address
atlached 1o the daia is used by router 85 1o direct 1he data 10
inpul port 386 of NCP 38 Based on a host portion attached
to the subnetwork address. NCP 38 delermines that it is nol
the intended recipient of the data. Accordingly, NCP 38
refers 1o its rovuting iable {see FIG 7) and looks up the
destination . subnetwork address S & and the corresponding
gateway S.38, the address of port 386 The data is next
supplied to SCM 36 with header and MAC addresses, as
previously described, The resulting packet is then frans-
ferred from SCM 1o SCM until it reaches SCM 26, where 1t
is passed to NCP 28 Routing tables 500 and 600 shown in
FIGS 5 and 6, sespectively, are also used by routing
software in NCPs 28 and 34 1o route information In 2 maaner
similar 10 that previously described

Ia the above examples, data is sent to a single NCP in a
wesl-east direction, but a similar renling operation could be
used 1o transmit along fibers 66, 68 and 70 in an easi-west
direction Moreover, it is also considered within the scope of
the invention that data, such as status and identification data,
be distributed to all the NCPs in the span In such instances,
the MAC destination address could include broadcast bits,
indicaling that each NCP in the span is to reccive the data,
or multicast bits, in which only selected NCPs are lo receive
the data Accordingly, an SCM, upen receipt of a broadcast
MAC destination address, for example, will transmit the
altached data to its respective NCF, and pass the header and
data down the spzn to the next SCM.

Ia addition to NCP-related data (e g , address and status
information), each NCP can broadcast link state packets
(LSPs) to cther NCPs in the span. The LSP includes, for
example, source and destination MAC addresses, a “hop
count” (initialized to zero at the origimating NCP of the LSF)
and a direction identifier The LSP is successively delected
and retransmitted by each SCM along the span Prior io
retransmission, however, the hop count is incremented and
the LSP including the incremented hop congt is transmiited
1o a corresponding NCP Moreover, the SCM processor
includes a2 MAC routing table listing MAC addresses and
corresponding hop counts and direction identifiers, which is
typically updated when source MAC addresses atcompa-
nied by corresponding hop counts and direction identifiers
are received. Thus, both the NCPs and the SCMs know the
location of the other NCPs on the span based on subnetwork
and host addresses. as well as hop count and direction

—
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Accordingly, if errors occur in the subpetwork or host
addresses information can be routed based en hop connt and
direction: alone

Further, the LSP can include a fault bit indicating, for
example. whether a break has occurred in a particular
segment of fiber. The SCMs monitor oplical power levels on
respective fibers and the sequence of received data, and, if
either one or both of these parameters do pot conform to
predetermined criteria, the SCM adjusts the faull bit to
signify 1hat a fiber within the span has failed

Preferably, each NCP, in copjunction with its associated
SCM periodically broadeasts its LSP, as well as status and
identification information If an NCP does not receive such
status information within a predetermined amount of lime,
that NCP address is ' timed out” and deleted from the routing
tables of the remaining NCPs in the span. while no breaks
occur in any of the fibers 1n span 15, the subnetwork address
is inclided in the periodic broadeast of identification and
status information of each NCP. Further, address 2nd hop
count/direction information in the MAC routisg tablesin the
SCMs can similarly be timed out and deleted

if a bseak occurs 1n one of the fibers in span 15 the
subnetwork address can no Jonger be used to route data
because the dazia cannot freely propagate throughout the
complete span. Accordingly, consistent with the present
invention, hosl-specific addressing is used inslead of sub-
network addressing

For example, assuming thal a break occurs io fiber 68,
SCMs 26 and 32 delget the break and set the fault bit in an
ISP to signify that a break has occurred The LSP is next
passed from SCM 32 1o SCM 36, and from SCM 26 to SCM
22 If additional network elements were included in the
span, the LSPs would be successively passed from SCM to

SCM down the span uniil the terminals wese reached. Each

SCM, in turn, supplies a fault signal to their respective NCPs
indicating that a fault has occarred

In response to the fault signal, the NCPs, ¢ g, NCPs 24,
28, 34 and 38 along the span remove the subnetwork
addresses and corresponding gateways from their routing
tables Moreover, NCPs 24 and 38 transmit information
through internet 78 to notify monitoring equipment 75 and
76 that the subnetwork address is no longer available.
Furiher, destination R85 and corresponding gateway 5 38 1s
timed out and deleted from table 400 because, due te the
break in fiber 68, status information cannot be transmitted
from NCP 38 io NCP 24. Likewise, destination R24 and
corresponding gateway S 24 are timed out and deleted from
lable 700

Although a break has occurred, SCMs 22, 26, 32 and 36
continue to cutput LSPs and data copcerning their respective
NCPs. The source MAC address i each received LSP.
which includes the bost address, is then forwarded to respec-
five NCPs The NCP, in turn, updates its routing table to
imclude the host address In addition, correspondiag gate-
ways are obtained ia accordance with Request for Comment
No. 1389—Internes Engineering Task Force, incosporated
kerein by reference. As a result, revised routing tables 400,
500, 600 and 700 are obtained, as shown in FIGS. 8-11,
respecti ely.

By way of example. tr2nsmission of data from NCP28 to
destination host address S34 of NCP 34, wiil now be
described Since ihe subnetwork address cannol be used 1n
this case, the transmitted dala must be routed wsing 2
phurality of designaled gateway addresses in order lo reach
its destination. Prior to transmitiing the data, NCP 28 uses
routing table 500 shown in FIG. 9 to determine the first
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galeway address 1o destination address S 34 of NCP 34 This
first galeway address is S 24, the address of port 24a of
terminal NCP 24 Accordingly, the dala is transmitied from
SCM 26 10 SCM 22, which, in turp, passes the data 1o NCP
24 through port 24a. Routing table 400 in F1G. 8, lisis
address R24, ie port 235 of NCP 24, as lhe gateway o
destipation S 34, As 2 tesull, the data is trapsmitled via
router 85 to NCP 38, which detects destination address S.34,
dentifies the gateway address S 38 1n routing table 700 (see
FIG 1l) and passes the data through S 38 1o SCM 36 The
data is then transmitted over the service chanael to SCM 32,
and transferred 1o NCP 34 through port 344 having desti-
pation address S 34 NCP 34, ip turn, refers to routing table
600 (see FIG. 10), and recognizes that it is the intended
recipient of the data

As indicated previously, each NCP in span }5 perodically
broadcasts status and identification information to the other
NCPs in the span The identification information, however,
includes host specific addresses, but, as long as the SCMs 26
and 32 detect the fanlt in fiber 68, no subneiwork address

In summary, therefore, dala can be Iransmitted around the
break in fiber 68 using host addresses 1o direct the data
throngh the terminal NCPs. As a result, status and identifi-
cation information coptinues io be distributed to all Lhe
NCPs even when a fauit has ocenrred in a fiber of the span.

Once the break in fiber 68 is repaired or fiber 68 is
replaced, SCMs 26 and 34 determine that fiber 68 15 fune-
tional. The fault bit is set in an LSP to indicate normal
operation, The LSP is pext passed from SCM 32 1o SCM 36,
and from SCM 26 1o SCM 22 These SCMs then notify
NCPs 24, 28, 34 and 38 that the service chanpel is fully
operalional

Upon receipt of periodically broadcast status and identi-
fication information fom other NCPs in span 15, NCPs 24,
28, 34 and 38 add the subnetwork addresses fo their respec-
tive routing fables The host addresses are no longer peri-
odically broadcast, and are thus successively timed out and
deleted Gateways are also obtained, in accordance with
Request for Comment 1389 published by the Internet Engt-
neering Task Force. The routing tables thus reveri to inchid-
ing destinations and gateways as shown in FIGS. 4-7 and
routing based of the subnetwork addresses resumes.

While the foregoing invention bas been described interms
of ihe embodiments discussed above, numerous variations
are possible. Accordipgly, modifications and changes such
as those suggested above, but not limited thereto, are con-
sidered 10 be within the scope of the following claims

‘What is claimed is:

1 A plurality of network elements provided In a wave-
lengih division multiplexed (WDM) system, said wave-
length division multiplexed systern including an optical
communicalion path carrying a plurality of WDM optical
signals, each of said plurality of network clements compris-
ng:

a firsl processor having an outpw! carrying identification
information of a respeciive one of said network ele-
ments; and

a service channel modem coupled to said output of said
first processor, said service channel modem being con-
figured to supply service channel optical signals car-
rying said identification information to said optical
communication path, said service channel optical sig-
nais having a wavelength diffcrent than wavelengihs
associated with said WDM optical signals, said service
chanpel modem further including:

a second processor coupled to said first processor;

g
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a light emitting element covpled (o said second
processor, said lighl emilling element generaling first
ones of said service channel oplical signals in accor-
dance with said identification information; and

a fight receiving element coupled to said oplical com-
mupication path and being configured to sense sec-
ond ones of said service channel oplical signals

2. A pluralty of network elements in accordance with
claim 1, wherein cach of said network elements comprises
a memory said memory storing al least one subnetwork
address, said subnetwork address being common to a group
of said plurality of petwork elements

3 A plurality of network elements in accordance with
claim 2, wherein said memory fusther stores a pluralty of
host addresses, each of said plurality of host addresses
corresponding 1o a respective one of said plurality of net-
work elements.

4 A plurality of network elements in accordance with
claim 1, wherein said service channel ophical signals further

v
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carry a hep connt, a first service channel modem delecting
said hop count, incrementing szid hop count, and transmit-
ting said incremented hop count 10 a second service channel
modem

5 A plurality of petwork elements in accordance wilb
claim 1, wherein said service channe] optical signals further
carry fault information indicative of the presence of a fault
in an optical fiber Hnking a first ope of said plurality of
network elements with a second one of said plurality of
network elements

6 A phirality of network elemenis in accordance with
claim 1, wherein each of said network elements comprises
a memory storing a pluralily of addresses corresponding 1o
a respective one of each of said plurahty of petwork
elements, lopoiogy information associated with said plural-
ity of network clements being routed among said first
processers in accordance with said addresses
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6N ABSTRACT

AWDM system carrying a plurality of optical signals, each
at a respective wavelength, is provided whereby each optical
signal includes a pluralily of frames, each frame conforming
1o a synchronous optical neiwork (SONET) standard. A
plurality of optical trapsmitter modules output a correspond-
ing one of the plurality of optical signals, and each of a
plurality of optical selector at a receiving end of the WDM
system selects a respective one of the pluratity of optical
signals. In addition, a plurality of receiver modules are
provided respectively compected to each of the optical
selectors. Both the transmitter and receiver modules include
byle extraclion ¢lrcaitry that extracts one byte, ¢ g, the JO
byte, from each of the plurality of frames Successive bytes
are grouped as messages, which are stored in regisiers so
tha! comparisons can be made between consecutive mes-
sages and a predetermined message.
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